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Abstract:

Purpose:

Brain tumour detection and classification require trained radiologists for efficient diagnosis. The proposed work aims to build a Computer Aided
Diagnosis (CAD) tool to automate brain tumour detection using Machine Learning (ML) and Deep Learning (DL) techniques.

Materials and Methods:

Magnetic Resonance Image (MRI) collected from the publicly available Kaggle dataset is used for brain tumour detection and classification. Deep
features extracted from the global pooling layer of Pretrained Resnet18 network are classified using 3 different ML Classifiers, such as Support
vector Machine (SVM), K-Nearest Neighbour (KNN), and Decision Tree (DT). The above classifiers are further hyperparameter optimised using
Bayesian Algorithm (BA) to enhance the performance. Fusion of features extracted from shallow and deep layers of the pretrained Resnet18
network followed by BA-optimised ML classifiers is further used to enhance the detection and classification performance. The confusion matrix
derived from the classifier model is used to evaluate the system's performance. Evaluation metrics, such as accuracy, sensitivity, specificity,
precision, F1 score, Balance Classification Rate (BCR), Mathews Correlation Coefficient (MCC) and Kappa Coefficient (Kp), are calculated.

Results:

Maximum accuracy, sensitivity, specificity, precision, F1 score, BCR, MCC, and Kp of 99.11%, 98.99%, 99.22%, 99.09%, 99.09%, 99.10%,
98.21%, 98.21%, respectively, were obtained for detection using fusion of shallow and deep features of Resnet18 pretrained network classified by
BA optimized SVM classifier. Feature fusion performs better for classification task with accuracy, sensitivity, specificity, precision, F1 score,
BCR, MCC and Kp of 97.31%, 97.30%, 98.65%, 97.37%, 97.34%, 97.97%, 95.99%, 93.95%, respectively.

Conclusion:

The proposed brain tumour detection and classification framework using deep feature extraction from Resnet 18 pretrained network in conjunction
with feature fusion and optimised ML classifiers can improve the system performance. Henceforth, the proposed work can be used as an assistive
tool to aid the radiologist in automated brain tumour analysis and treatment.
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1. INTRODUCTION

Brain  tumour  is  the  uncontrolled  growth  of  cells  in  the
brain.  Brain  tumours  are  classified  as  benign/cancerous  or
malignant/non-cancerous. Tumours can originate in the brain
(primary tumour) or spread from the affected parts of the body
to the brain (secondary tumour). Brain tumours are characteriz-
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ed  by  headaches,  changes  in  vision  and  hearing,  seizures,
confusion,  difficulty  in  making  decisions,  and  behaviour
changes.

Brain  tumours  are  classified  based  on  the  cell  in  which
tumours develop, and the severity of the tumour determines the
damage  to  the  nervous  system.  Usually,  brain  tumours
originate  from  glial  cells  and  are  termed  gliomas.  Gliomal
tumours affect  the brain,  spinal  cord,  and peripheral  nervous
system. Glioblastoma, a type of glioma, is  a  malignant brain
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tumour, accounting for 1 out of 5 cancer deaths. Meningioma
tumour  develops  in  the  layers  covering  the  brain  and  spinal
cord (meninges), accounting for 20% of the tumours. Pituitary
tumours originate in the pituitary gland located near the brain.
Pituitary tumours are benign or cancerous (adenomas) [1].

As  per  GLOBOCAN  2020  statistics  [2],  3,08,102  new
brain  cancer  cases  and  2,51,329  deaths  were  reported.  Brain
tumour is the major cause of cancer deaths in people below 40
years. Brain tumours are most common in older adults but can
also occur at a young age. Brain tumour is the second leading
cancer  type  in  children,  demanding  novel  research  and  early
detection techniques for rapid diagnosis.

Manual classification of brain tumour images is a difficult
task  for  radiologists,  as  there  is  a  high  resemblance  in  the
structure of MR images. Accurate detection and classification
of  brain  tumours  demands  radiologist  expertise  and  is  time-
consuming.  On  the  other  hand,  Computer  Aided  Diagnosis
(CAD) systems can automate brain tumour diagnosis and aid
the radiologist in making accurate decisions [3].

Brain tumour is the deadliest disease that is quite common
among adults  and young children.  Timely diagnosis  of  brain
tumours can improve treatment options and save the lives of
affected patients. Early detection of brain tumours using CAD
systems can accelerate treatment and reduce mortality [4]. In
recent times, advancements in medical imaging techniques and
the use of Artificial Intelligence (AI) techniques have improved
the  CAD-based  diagnosis  of  brain  tumours.  MRI-based
approaches have proved to be an efficient imaging modality for
brain  tumour  analysis.  Manual  MRI  analysis  for  disease
detection is time-consuming, demands subject knowledge and
is error-prone. The use of AI techniques such as ML and DL to
automate disease detection proved to be an effective choice in
brain  tumour  detection.  ML  techniques  are  feature  driven.
Deep  learning  has  been  used  in  the  recent  past  to  boost  the
diagnostic performance of classification and detection tasks in
problem  domains  of  biomedical  engineering.  DL  techniques
offer improved performance because of their ability to extract
deep  features  for  efficient  detection  and  classification  [5].
Therefore,  the  proposed  CAD  system  uses  ML  and  DL
techniques  for  the  identification  and  grading  of  the  types  of
brain tumours from brain Magnetic Resonance Images (MRI).

ML algorithm uses handcrafted features to detect/classify
the tumour. Furthermore, feature extraction is the key step in
ML  which  demands  expertise  based  on  the  problem  domain
[6].  However,  deep  learning  algorithms  learn  feature
representation from the images directly. Self-learning ability of
DL makes it easier for non-experts to use it as a tool for aiding
tumour diagnosis. Convolutional Neural Network (CNN) and
other  DL  algorithms  surpass  conventional  ML  algorithms  in
terms  of  accuracy  and  other  performance  metrics  in  disease
diagnosis [7].

Despite  the  improved  performance,  the  training  of  deep
CNN  needs  huge  training  data.  To  overcome  the  above
limitation, rather than training DL networks from scratch, the
use  of  Transfer  Learning  (TL)  approach on  a  small,  labelled
dataset  has  resulted  in  significant  performance  improvement
[8].  TL is  a  ML research  paradigm that  transfers  knowledge

learned from an earlier task to a new task. In transfer learning,
features  learned  from  pretrained  models  trained  on  a  large
dataset are transferred to a network trained on a target dataset.
Thus,  TL  overcomes  the  challenges  in  conventional  DL
approaches. Pretrained deep CNN networks can be used as a
feature  extractor  or  as  a  base  learner  for  TL.  Deep  CNN
networks learn hierarchical feature representation from image
data.  Initial  layers  generate  shallow  features,  and  the  final
layers  generate  deep  features.  The  use  of  deep  features
extracted  from  the  global  pooling  layer  and  convolutional
layers of a pretrained network followed by machine learning
classifiers has been experimented to improve the performance
of  biomedical  disease  detection  systems  [9].  Thus,  image
classification  using  DL  algorithms  consumes  more  time  and
results  in  improved  performance  only  for  large  dataset.  In
biomedical disease detection problems such as brain tumour,
data  is  scarce,  and  TL  can  be  employed  to  improve  the
detection  capability  of  the  classifier.  The  use  of  TL  as  a
classifier  consumes  more  training  time  and  needs  high
computational  resources.  To  leverage  the  advantage  of  TL,
deep features extracted from pretrained networks are classified
using  ML classifiers.  ML classifiers  perform well  in  smaller
datasets  and  consume  less  training  time  and  reduced
computational time. The use of deep features classified by ML
classifiers results in better accuracy vs. training time trade-off
[10].

Therefore,  the  proposed  system  experiments  with  three
different approaches for enhancing brain tumour detection and
classification.  A  baseline  CNN,  Pretrained  Resnet18,
Pretrained Resnet 18 features extracted from the pooling layer
and  fusion  of  shallow  and  deep  layer  features  in  Resnet  18
followed  by  ML  classifiers  and  Bayesian  optimized  ML
classifiers are proposed in this study. The work is evaluated on
a publicly available brain tumour detection and brain tumour
classification dataset.

The major contributions of the proposed work are:

To propose a multilayer CNN and deep feature-based
CAD framework for the detection and classification of
brain tumour from 2D MRI images.
Deep features extracted from the global pooling layer
of Resnet-18 pretrained are classified by SVM, KNN,
and DT classifier. Furthermore, the hyperparameters of
the  abovesaid  classifiers  are  optimised  using  a
Bayesian  algorithm  for  improved  detection  and
classification  performance.
Feature fusion of shallow and deep layers of Resnet-18
pretrained  network  is  used  for  feature  extraction
followed  by  classification  using  aforesaid  ML
classifiers and Bayesian optimised ML classifiers for
enhanced performance.
The  proposed  research  is  among  the  first  to  employ
feature fusion of shallow and deep layers of Resnet-18
pretrained  network  in  conjunction  with  Bayesian
optimised ML classifiers to improve the performance
of  the  proposed  CAD  system  in  comparison  with
existing  literature.
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2. RELATED STUDIES

A brief literature survey on the use of DL approaches for
brain  tumour  detection  and  classification  is  presented  in  the
following section.

A  DL  framework  extracts  automatic  deep  features  and
performs  classification  without  the  need  for  handcrafted
features [11]. Furthermore, fine-tuning of CNN using VGG 19
TL architecture is  experimented to boost  the accuracy of  the
brain tumour classification system. An accuracy of 94.82% is
achieved on CE- MRI dataset using 5-fold cross-validation. A
deep  CNN  with  Long  Short  Term  memory  (LSTM)  is
experimented for enhancing the performance of brain tumour
classification  system  [12].  LSTM  layer  added  before  the
convolutional layer resulted in an improved accuracy of 92% in
Kaggle brain tumour classification dataset.

Feature  fusion  of  4  different  DL  architectures,  CNN,
LSTM,  Gated  Recurrent  Unit  (GRU),  and  Recurrent  Neural
Network  (RNN)  classified  by  fuzzy  minmax  meta-classifier
resulted in an accuracy of 92.86% on a brain tumour detection
dataset  [13].  Deep  features  extracted  from  315-layer
Inceptionv3  TL  model  and  score  values  obtained  from  the
softmax layer were used to train a 6-layer light weight quantum
network  to  classify  the  tumour  types.  Furthermore,  semantic
segmentation  was  done  to  segment  the  tumour  volume.  An
average accuracy of 96% and 90.91 was obtained on Kaggle
dataset and BRATS 2020 dataset, respectively [14].

MRI  image  is  preprocessed  using  median  filtering  and
contrast  enhancement  techniques.  The preprocessed image is
converted to a wireframe model using the cellular logic array
processing  (CLAP)  model.  3D  patterns  of  MRI  images  are
determined, and tumour classification is achieved using the 3D
Alexnet architecture. Improved accuracy is obtained using the
proposed  approach  on  three  different  brain  tumour  datasets
[15].  Pretrained  networks  such  as  Alexnet,  Googlenet,  and
Resnet18 are used as feature extractors. Feature extraction is
followed by fusion of three networks and the fused feature is
classified  using  SVM  and  KNN  classifier.  An  accuracy  of
above 97% is achieved on 3 publicly available datasets [16].

A  transfer  learning  framework  using  Alexnet  CNN,  and
Resnet  18  CNN  was  experimented  on  Kaggle  MRI  dataset.
Furthermore,  the  deep  features  extracted  from  the  above
pretrained networks were classified using SVM classifier. An
accuracy  of  95.1%  was  reported  using  Alexnet  features
classified by SVM [17]. A customised CNN with augmented
Kaggle  image dataset  was  used  to  improve  the  brain  tumour
CAD. The custom CNN outperforms the existing architecture
in terms of number of parameters and accuracy. An accuracy of
88%  was  achieved  on  Kaggle  dataset  [18].  Image  pre-
processing  was  performed  to  enhance  the  image  by  noise
removal.  Pre-processing  was  followed  by  morphological
segmentation.  A  custom  CNN  with  10  layers  was  used  to
classify  the  segmented  image  [19].

Various parameter optimisation techniques are applied to
diagnose  brain  tumours  using  CNN  model.  Optimisation  of

learning  rate,  training  size,  number  of  epochs,  in  CNN  are
experimented with the objective to minimise training loss and
maximize  the  detection accuracy [20].  Tumour  classification
using features extracted from a 17-layer deep CNN has been
experimented  on  BRATS dataset.  An  accuracy  of  96.19% is
achieved from the features of fully connected layers classified
using  four  different  ML  classifiers  [21].  Three  different  DL
CNN  architectures  with  13,  25,  and  16  layers  are  used  for
detection, classification, and severity grading of brain tumours.
Hyperparameters  are  optimised  by  grid  search  algorithm.
Custom  CNN  exhibits  superior  performance  over  the  TL
models  [22].

A lightweight 13-layer CNN is proposed to classify brain
tumours.  CNN  model  is  trained  using  images  from  Figshare
dataset  and  tested  using  images  from  Kaggle  dataset.
Maximum accuracy of 97.2% is reported for a 3-class tumour
classification  [23].  The  use  of  pretrained  deep  features
extracted  from  9  different  pretrained  networks  is  classified
using 9 different classifiers. Ensembles of the three best deep
features  are  fused  to  improve  classification  accuracy.  An
average accuracy of 98.83% is obtained on the 2-class Kaggle
dataset [24].

A Custom CNN model with 3 different number of layers
(19, 22, 25) is used as the baseline system for tumour detection
(2 class and 4 class). A 22-layer Custom CNN model is used as
a source model for transfer learning to identify subclasses of
tumours  from  a  target  dataset.  A  classification  accuracy  of
96.9%  is  reported  on  4-class  tumour  classification  [25].  A
multiphase deep boosted framework using TL based pretrained
CNN  and  customised  CNN  is  analysed  to  improve  the
performance  of  breast  cancer  CAD  [26].  Deep  CNN
frameworks are used to automate brain tumour diagnosis [27,
28]. Improved accuracy is observed in brain tumour detection
and classification using DL networks when compared to ML
approaches. The deep networks are experimented on publicly
available MRI datasets.

From the literature studies, the following observations are
made:

ML  approaches  are  time  consuming,  and  feature
driven.
DL approaches improve the performance at the cost of
more labelled data.
TL  approach  using  pretrained  network  improves  the
system  performance  with  a  reduced  dataset  but
consumes  more  training  time.
Deep  feature  extraction  from  pretrained  networks
provides  a  trade-off  between  accuracy  and
computational  complexity.

Henceforth,  the  proposed  brain  tumour  detection  and
classification  system  experiments  with  the  use  of  Resnet18
deep  features  for  improved  performance.  Features  extracted
from  the  global  pooling  layer  and  fusion  of  features  from
shallow and deep layers of the pretrained network are analysed
in the proposed work. The workflow is presented in Fig. (1).
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Fig. (1). Proposed brain tumour CAD system.

3. MATERIALS AND METHODS

3.1. Image Dataset

MRI  images  of  brain  tumour  and  normal  individuals
available in dataset [29, 30] were used for the proposed work.
2080 MR images  of  healthy people  and 2426 MR images  of
tumour-affected persons available were used for detection [29].
Dataset  [30]  consisted  of  1026  glioma  tumour,  1053
meningioma  tumour  and  1006  pituitary  tumour  MRI  images
and was used for brain tumour classification. MRI brain image
used for brain tumour detection and classification is presented
in Fig. (2).

3.2. Image Pre-processing

The  images  in  the  database  were  resized  to  224x224.
Resizing was performed using bicubic interpolation, which was
computationally  efficient  and  produced  an  image  of
considerable  quality.  Bicubic  interpolation  considered  16
pixels  at  a  time  around  an  unknown  pixel.  Closer  pixels  to
unknown  pixels  were  given  more  weight  to  determine  the
interpolated  pixel  value.  Bicubic  interpolation  retained  fine
details to produce a smoothened image. Resizing was followed
by image normalization.

3.3. Baseline System

A baseline system was implemented using Convolutional
Neural  Network  (CNN)  and  Resnet-18  Pretrained  network.
CNN  can  be  used  for  classification  and  feature  extractor.
Convolution  layer  and  pooling  layer  in  CNN  were  used  for
feature  extraction.  Fully  connected  (FC)  layer  and  Softmax
(SM)  layer  enabled  classification  in  CNN.  Addition  of
convolution and pooling layers could be used to increase the
depth  of  CNN.  As  CNN  learned  the  spatial  and  temporal
dependencies of an image, it was used to extract better features
for  classification.  Despite  the  improved  performance,  CNN
requires  a  careful  selection  of  layer  definitions  and
hyperparameters  when  developing  from  scratch.  Two  CNN
architectures, CNN-3 and CNN-5, were experimented. CNN-3
and  CNN-5  architectures  used  3  and  5  stacked  convolution
layers  respectively.  Each  stack  consisted  of  a  Convolution
layer, Batch Normalization layer, Relu activation layer. Stacks
1 and 2 were followed by the max pooling layer. Stack 3 was
followed by FC, SM and classification layer. The architecture
of CNN-3 and CNN-5 network is presented in (Figs. 3 and 4)
respectively. TL using Resnet18 pretrained network was also
experimented.
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Fig. (2a-d). Brain MRI images used for detection and classification.
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Fig. (3). CNN3- architecture.

Fig. (4). CNN-5 architecture.

3.4. Proposed Method

The use of deep features in pretrained networks leverages a
large training time associated with transfer learning. The steps
involved  in  the  brain  tumour  detection/classification
framework  are  outlined  in  the  following  section:

3.4.1. Resnet 18 Deep Feature Extraction

Resnet  18  is  a  72-layer  architecture  with  18-layer  depth
[31]. Resnet architectures exhibit improved performance over
Densenet and VGG architectures and are frequently employed
in  signal  and  image  classification  tasks  [32].  Densenet
architecture  uses  concatenation  and  preserves  features  from
earlier  layers.  Concatenation  in  densenet  and  use  of  smaller
convolution  operations  in  the  network  consumes  high
computational and memory resources. Visual Geometry Group
(VGG)  architecture  uses  2D  convolutions  and  suffers  from
performance  degradation  as  the  number  of  layers  increases.
The  performance  degradation  is  caused  by  the  vanishing
gradient during the weight update. Identity/skip connections in
Resnet  architecture  improves  the  generalization  capability.
Identity connections learn previous layer activations and allow
the  network  to  learn  faster  by  avoiding  vanishing  gradient
problems.  The local  gradient  is  always  set  to  1  in  Resnet  by
means  of  identity  connections.  Resnet  has  multiple  variants
such as Resnet 18, Resnet 50, Resnet 101. Resnet 18 provides a
simple  and  compact  feature  representation  of  the  brain  MRI
images [33]. Thus, Resnet 18 architecture is better in terms of
feature representation, performance and computation speed and
is used in the proposed work.

Resnet  18  trained  on  Image  net  dataset  (source)  can  be
used to extract deep features from a small MRI brain tumour
detection  and  classification  dataset  (target).  Resnet  offers
impressive  results  in  medical  detection  problems,  hence  the
deep features extracted from Resnet18 pretrained architecture
are  used  as  a  feature  for  brain  tumour  detection  and

classification.  The  reason  for  using  pretrained  networks  as
feature  extractor,  is  to  reduce  the  training  time  and  to  avoid
training deep CNN from scratch. Fixed weights of deep CNN
models  pretrained  on  imagenet  dataset  is  used  for  extracting
deep features.

The  resized  images  are  fed  to  activation  to  extract  deep
features. Earlier layers correspond to low level features and the
last  layer  in  the  pretrained  network  learns  the  hierarchical
representation  of  images.  Resnet18  pre-trained  network  is
trained on colour images. To use Resnet 18 for MRI imaging
modality,  grayscale  MRI  images  are  converted  to  colour
images. Gray scale value is repeated along R, G, B channels. A
new  dimension  is  created  for  colour  image  and  the  same
grayscale image appears over 3 channels, with the performance
similar to a colour image. The size of the feature map in layers
of  Resnet  18  is  presented  in  Table  1.  M  is  the  number  of
images.

Table 1. Feature map dimensions in Resnet 18 layers.

S.No. Layer Name Size of Feature Map Activations
1. Pool5 512 x M 1x1x512
2. Res 2a layer 64 x M 56x56x64
3. Res 2b layer 64 x M 56x56x64
4. Res 3a layer 128 x M 28x28x128
5. Res 3b layer 128 x M 28x28x128
6. Res 4a layer 256 x M 14x14x256
7. Res 4b layer 256 x M 14x14x256
8. Res 5a layer 512 x M 7x7x512

Activations  on  the  global  pooling  layer  (pool5)  result  in
512 features, obtained through pooling the feature maps over
the  spatial  locations.  Features  extracted  in  earlier  shallow
layers  (res2a,  2b,  3a,  3b,  4a,  4b,  5a)  have  high  spatial
resolution and large number of activations. In Res 2a layer, the
spatial size of activation is 56x56 and outputs 64 features for a
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single image. In order to reshape the features of the form MxF
(F-Feature  dimension),  the  activations  in  the  earlier  shallow
layers are averaged over all spatial locations.

Two feature sets extracted from Resnet 18 are analysed to
improve the system performance.  Activations extracted from
the global pooling layer and fusion of shallow and deep layers
generate  512  and  1920  features  for  a  single  image,
respectively.

Feature Set1(FS1) - Global pooling layer (pool 5)

Feature Set2 (FS2) - Fusion of 8 layers (res2a, res2b, res3a,
res3b, res4a, res4b, res5a, pool5)

The layer  names used in  FS1 and FS2 correspond to  the
layer definitions of Resnet 18 architecture as presented in Fig.
(5). The structure of the residual blocks is further detailed in
Fig. (6). Residual deep features from 7 residual blocks (res2a,
res2b,  res3a,  res3b,  res4a,  res4b,  res5a)  and  global  pooling
layer (pool 5) features are fused to form FS2.

Fig. (5). Resnet 18 architecture.

Fig. (6). Proposed feature fusion framework from resnet 18 network.
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3.4.2. Feature Normalization

Feature normalization is done after deep feature fusion, as
deep  features  contain  features  fused  at  different  scales  [34].
Feature  normalization  scales  the  feature  vectors  to  [0,1]  and
enables  easy  classification  and  mapping  of  features  to
respective  class  labels.  Feature  normalization  improves  the
classification ability and feature mapping of different classes
by normalizing feature vectors to a similar range. Furthermore,
feature normalization also gives equal importance to all feature
vectors and prevents the bias caused by a feature with a high
value. Extracted Resnet18 deep features are normalized using
Z score. In Z score normalization, each data point in the feature
vector is subtracted from the mean value (μ) and divided by the
Standard Deviation (SD). Feature matrix is centered around μ
of 0 and SD of 1.

(1)

3.4.3.  Brain  Tumour  Detection  and  Classification
Framework

Deep  features  extracted  from  the  Resnet-18  pretrained
architecture  were  classified  using  the  3  ML classifiers  listed
below.  Tumour  detection  (Normal/Healthy)  and  tumour
classification  (3  types  of  tumours)  are  experimented  in  the
proposed work.

(i) Support Vector Machine (SVM): SVM determines the
best  hyperplane  that  maximises  the  margin  between  classes.
Linear  SVM  is  employed  for  linearly  separable  data.  SVM
applies the kernel trick to transform nonlinear data into linear
data.  Gaussian,  Quadratic,  Cubic  and  Intersection  are  the
nonlinear  kernel  functions  used  in  SVM.

(ii)  K-Nearest  Neighbour  (KNN):  KNN  selects  the  K
nearest  data  points  (neighbours)  and  calculates  the  distance
between the new data points and the neighbours and filters out
the one with the shortest  distance.  The label  of  the new data
point  is  assigned  based  on  the  majority  labels  of  K  nearest
samples.

(iii) Decision Tree (DT): DT is a tree-structured algorithm
used for classification. The nodes of the DT represent features
/predictors of the data, branches represent the criteria, and the
leaf  node  specifies  the  outcome.  To  predict  a  class  from the
feature set, an attribute selection criterion is used to choose the
best  attribute  starting  from  the  root  node  until  further
classification  is  not  possible.

3.4.4. Bayesian Optimization

The hyperparameters of the above classifiers are optimised
using  Bayesian  optimization.  Steps  involved  in  Bayesian
optimisation  are  discussed  in  this  section.

Hyperparameters  are  the  parameters  on  which  an  ML
algorithm  operates.  Selection  of  optimal  hyperparameters  in
ML algorithm results in better classification performance.

Equation (2) represents the hyperparameter optimization

(2)

f(x)  represents  the  objective  function  to  be  minimised.  ẋ
denotes  the  hyperparameters  that  result  in  the  minimising  of
the  objective  function  and  x  takes  any  value  in  X  .  The
objective function considered in this work is the classification
error. The optimal value of hyperparameters that minimises the
classification  error  is  determined  by  the  optimization
algorithm.

Hyperparameters  of  ML  algorithms  are  optimised  using
Bayesian Optimisation (BO). BO aims to create a probability
model  of  the  objective  function  and  use  it  to  identify  the
optimal hyperparameters to test the true objective function. BO
uses Bayes theorem to find the minimum classification error.

BO uses the results of previous evaluations to construct a
probabilistic  model  that  maps  hyperparameters  to  the  score
probability of the desired objective function.:

(3)

The  model  in  (3)  is  called  a  surrogate  for  the  objective
function and is  denoted as P(y|x).  It  is  easier  to optimise the
surrogate  function  than  the  original  objective  function.  BO
chooses  the  next  set  of  hyperparameters  to  test  the  actual
objective  function  by  determining  the  hyperparameter  that
performs  well  on  the  surrogate.

The steps involved in BO are:

1.  Create  a  surrogate  probability  model  for  the  chosen
objective function.

2.  Identify  the  hyperparameters  performing  well  on  the
surrogate

3. Hyperparameters determined in Step 2 are applied to the
true objective function

4. Finetune Surrogate model based on the results

5.  Repeat  steps  2  to  4  until  the  maximum  iteration  is
reached

Bayesian optimization aims to achieve less error with more
data;  this  is  accomplished  by  continuously  updating  the
surrogate model after each evaluation of the chosen objective
function. The number of iterations for the optimization of the
classification algorithm is set to 30 through empirical analysis.

3.4.5. Performance Metrics Evaluation

Confusion  matrix  obtained  from  the  classifier  output  is
used to determine True Negative (TRN), True Positive (TRP),
False Negative (FAN), and False Positive (FAP). 10-fold cross-
validation  is  used  to  avoid  overfitting.  In  10-fold  cross-
validation,  the  total  feature  set  is  divided  into  10  folds  with
equal sizes. For the training set, 9 folds are used, and 1-fold is
used for validation. Total accuracy is the average accuracy of
10 folds.

4. RESULTS

Metrics listed in Table 2  were used to evaluate the brain
tumour  detection  and  classification  system  performance.
Multiple metrics are used to evaluate the system in an efficient
way.  All  experiments  are  performed  using  MATLAB  2020a

𝑍 − 𝑆𝑐𝑜𝑟𝑒 =
𝑥−𝜇

𝑆𝐷
   

ẋ =  𝑎𝑟𝑔 𝑥Є𝑋
𝑚𝑖𝑛 𝑓(𝑥)

𝑃(𝑆𝑐𝑜𝑟𝑒|𝐻𝑦𝑝𝑒𝑟𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠)  



Automated Brain Tumour Detection and Classification Current Medical Imaging, 2024, Volume 20   9

software.

A  baseline  system  using  CNN  is  experimented  and  the
results  are  tabulated in  Table  3.  An accuracy of  96.67% and
91.36%  is  achieved  for  brain  tumour  detection  and
classification framework with 5 convolutional layers. More the

number  of  layers  in  CNN,  better  is  the  accuracy  and  other
metrics. Transfer Learning using Resnet18 pretrained network
yields  an  accuracy  of  98.96%  for  detection  and  94.60%  for
classification. The improved accuracy using Resnet18 network
results  in  a  training  time  of  2.46  Hours  and  1.78  hours  for
detection and classification respectively.

Table 2. Evaluation metrics.

S.No. Metric Equation
1.

Accuracy (4)

2.
Sensitivity (5)

3.
Specificity (6)

4.
Precision (7)

5.
F1score (8)

6.
Mathews Correlation Coefficient (9)

7.
Balance Classification rate (10)

8.
Kappa Coefficient (11)

Note:*p- overall percent agreement; e(κ)- Probability of chance agreement.

Table 3. Performance metrics of baseline system.

S.No. System Deep N/w ACC SEN SPC PRE F1 BCR MCC Kp
1. Detection CNN -3 93.64 95.67 91.90 91.01 93.28 93.77 87.35 87.25

CNN- 5 96.67 95.03 98.08 97.69 96.34 96.54 93.29 93.29
Resnet -18 98.96 98.26 99.58 99.52 98.89 98.92 97.93 97.92

2. Classification CNN -3 75.16 75.21 87.55 75.42 75.31 81.14 62.93 44.11
CNN- 5 91.36 91.38 95.67 91.48 91.43 93.50 87.11 80.56

Resnet-18 94.60 94.66 97.34 94.67 94.66 95.99 91.98 87.85

Table 4. Performance metrics of brain tumour detection and classification system.

S.No. System Classifier ACC SEN SPC PRE F1 BCR MCC Kp
1. Detection FS1 SVM 92.99 92.79 93.16 92.08 92.43 92.97 85.90 85.90

KNN 95.38 94.57 96.08 95.39 94.98 95.32 90.71 90.71
DT 86.62 86.01 87.14 85.15 85.58 86.57 73.10 73.10

2. Detection FS2 SVM 97.40 97.50 97.32 96.89 97.20 97.41 94.78 94.78
KNN 95.41 94.42 96.25 95.57 94.99 95.33 90.76 90.75
DT 92.08 91.92 92.21 91.00 91.46 92.07 84.08 84.07

3. Classification
FS1

SVM 85.06 85.11 92.50 85.30 85.21 88.73 77.70 66.38
KNN 82.59 82.74 91.30 82.56 82.65 86.91 73.98 60.83
DT 72.67 72.70 86.30 73.02 72.86 79.21 59.15 38.52

4. Classification
FS2

SVM 94.94 97.46 95.08 95.08 95.01 96.19 92.47 88.62
KNN 91.28 91.33 95.64 91.28 91.31 93.46 86.95 80.38
DT 80.49 80.52 90.22 80.62 80.57 85.24 70.80 56.09

ACC  =   
TRP + TRN

FAP + FAN + TRP + TRN
    

SEN   =
TRP

FAN + TRP
   

SPC   =
TRN

FAP + TRN
  

PRE   =   
TRP

TRP + FAP
 

F1   =   2   ×  
PRE   ×   SEN

PRE   +   SEN

MCC  =   
TRP. TRN − FAP. FAN

√(TRP + FAP)(TRP + FAN)(TRN + FAP)(TRN + FAN)

BCR  =    √SEN . SPC                                                            

Kp=
p−e(κ)

1−e(κ)
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To further enhance the accuracy and reduce training time,
deep features extracted from Resnet18 pretrained architecture
are  proposed.  The  results  obtained  using  FS1  and  FS2  for
detection  and  classification  are  tabulated  in  Table  4.  FS2
exhibits  improved metrics than FS1.  Fusion of  features from
the shallow and deep layers of resnet18 network has improved
the detection and classification performance. SVM with linear
kernel,  KNN  (K=10)  with  Euclidean  distance  metric  and
Decision Tree with 100 splits and Gini index as split  criteria
are used as classifier hyperparameters. An improved accuracy
of  97.40%  and  94.94%  is  achieved  for  detection  and
classification  respectively,  using  FS2  classified  by  SVM.

Tuning of hyperparameters in an ML classifier was further
experimented  to  improve  the  system  performance.
Hyperparameters  of  ML  classifiers  optimised  by  Bayesian
algorithm  are  listed  in  Table  5.  The  tuned  hyperparameters
were  used in  the  classifier  algorithm to  enhance the  metrics.
Apart  from  accuracy,  other  metrics  listed  in  Table  2  are
determined to further quantify the performance of the system.
Accuracy  measures  the  ratio  of  correct  prediction  to  total
prediction.  Sensitivity  and  specificity  measured  the  true
positive  and  true  negative  rates  of  a  classifier.  A  tumour

detection/classification system should have high sensitivity and
specificity  to  avoid  false  positive  and  false  negative  rates.
Precision is the classifier's ability not to classify a sample as a
cancer if it is healthy. F1 score and BCR were used to measure
a  classifier  performance  under  an  imbalanced  class  setting.
High value of F1 score and BCR (close to 1) indicated better
classifier performance. The kappa score quantified the degree
level  of  agreement  between  the  obtained  and  actual  values.
MCC  yields  a  high  value  (close  to  1)  only  if  all  classes  are
predicted correctly. From Table 6, it is observed that parameter
tuning  resulted  in  an  accuracy  of  99.11%  and  97.31%  for
detection and classification, respectively, using FS2 classified
by SVM with optimal hyperparameters. Furthermore, the high
value  of  other  metrics  for  FS2  classified  by  optimal  SVM
indicated that feature fusion enhanced the system performance.
FS2 feature set classified by SVM consumed training time of
101.35  seconds  for  detection  and  83.19  seconds  for
classification. Furthermore, FS2 feature classified by optimized
SVM  required  22  minutes  and  17  minutes  for  detection  and
classification, respectively. Thus, the use of fusion of Resnet
18  deep  features  classified  by  ML  classifiers  consume  less
training  time  and  improved  performance  when  compared  to
Pretrained Resnet 18 architecture.

Table 5. Bayesian optimised hyperparameters used in ML classifier.

S.No. System Classifier Parameter 1 Parameter 2 Parameter 3 Parameter 4
1. Detection FS1 Optimized SVM Kernel Function:

Quadratic
Kernel Scale:

1
Box Constraint Level:

990.4171
Standardization:

True
Optimized KNN Number of neighbors:

1
Distance Metric:

City block
Distance Weight:
Squared Inverse

Standardization:
True

Optimized DT Max no of splits :
230

Split criterion:
Maximum Deviance reduction

- -

2. Detection FS2 Optimized SVM Kernel Function:
Gaussian

Kernel Scale:
286.43

Box Constraint Level:
362.97

Standardization:
True

Optimized KNN Number of neighbors:
1

Distance Metric:
Spearman

Distance Weight:
Equal

Standardization:
True

Optimized DT Max no of splits :
230

Split criterion:
Maximum Deviance reduction

- -

3. Classification FS1 Optimized SVM Kernel Function:
Quadratic

Kernel Scale:
1

Box Constraint Level:
0.0010216

Standardization:
True

Optimized KNN Number of neighbors:
1

Distance Metric:
Spearman

Distance Weight:
Squared Inverse

Standardization:
True

Optimized DT Max no of splits :
185

Split criterion:
Twoing rule

- -

4. Classification FS2 Optimized SVM Kernel Function:
Quadratic

Kernel Scale:
1

Box Constraint Level:
0.0010046

Standardization:
True

Optimized KNN Number of neighbors:
1

Distance Metric:
Correlation

Distance Weight:
Inverse

Standardization:
True

Optimized DT Max no of splits :
64

Split criterion:
Twoing rule

- -

Table 6. Performance metrics of brain tumour detection and classification system after bayesian optimisation.

S.No. System Classifier ACC SEN SPC PRE F1 BCR MCC Kp
1. Detection

FS1
Optimized SVM 98.69 98.12 99.18 99.03 98.58 98.65 97.37 97.36
Optimized KNN 98.80 98.41 99.13 98.98 98.70 98.77 97.59 97.59
Optimized DT 88.17 87.79 88.50 86.75 87.26 88.14 76.23 76.22
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S.No. System Classifier ACC SEN SPC PRE F1 BCR MCC Kp
2. Detection

FS2
Optimized SVM 99.11 98.99 99.22 99.09 99.09 99.10 98.21 98.21
Optimized KNN 98.96 98.80 99.09 98.94 98.87 98.95 97.90 97.90
Optimized DT 92.31 92.31 92.58 91.43 91.87 92.44 84.83 84.83

3. Classification
FS1

Optimized SVM 93.32 93.35 96.65 93.36 93.35 94.99 90.01 84.98
Optimized KNN 93.97 94.01 96.98 93.99 94.00 95.48 90.98 86.43
Optimized DT 73.84 73.87 86.89 74.09 73.98 80.12 60.86 41.14

4. Classification
FS2

Optimized SVM 97.31 97.30 98.65 97.37 97.34 97.97 95.99 93.95
Optimized KNN 94.13 94.17 97.06 94.14 94.15 95.61 91.22 86.80
Optimized DT 81.88 81.87 90.91 82.29 82.08 86.27 73.00 59.23

Table 7. Comparison with existing works in the literature.

S.No. Reference No. Classification Accuracy (%)
1. Swati et al. [11] Glioma, Meningioma, Pituitary tumour 94.82
2. Das et al. [13] Tumour, non-tumour 97.62
3. Shwetha et al. [19] Tumour, non-tumour 88.1
4. Irmak et al. [22] Glioma, Meningioma, Pituitary tumour 92.66
5. Kang et al. [24] Tumour, non-tumour 97.85
6. Das S et al. [28] Glioma, Meningioma, Pituitary tumour 84.19
7. Proposed work Tumour, non-tumour 99.11
8. Proposed work Glioma, Meningioma, Pituitary tumour 97.31

Fig. (7). MCE plot of Optimizable SVM for brain tumour detection.

5. DISCUSSION

The use of feature fusion of shallow and deep layers (FS2)
in a Resnet 18 pretrained network improved the accuracy. The
earlier layers in a pretrained network learned basic features and
had  better  spatial  resolution,  while  the  deeper  layers

constructed using earlier layers contained meaningful features
for efficient classification.

The  choice  of  optimal  hyperparameters  using  Bayesian
probabilistic algorithm, improved the system performance by
controlling  overfitting  and  underfitting.  From  Table  6,  it  is

(Table 6) contd.....
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observed that FS1 classified by KNN classifier with K=1 yields
a maximum accuracy of 98.80% and 93.97% for detection and
classification,  respectively.  City  block  distance  metric  for
detection  and  Spearman  metric  for  classification  yielded
optimised results. Furthermore, FS2 exhibited better detection
and classification performance using nonlinear  Gaussian and
quadratic  kernels,  respectively.  FS2  achieved  accuracy,
sensitivity, specificity, precision, F1 score, BCR, MCC, Kp of
99.11%, 98.99%, 99.22%, 99.09%, 99.09%, 99.10%, 98.21%,
98.21% respectively for detection. FS2 also performed better
for  classification  task  with  accuracy,  sensitivity,  specificity,
precision, F1 score, BCR, MCC and Kp of 97.31%, 97.30%,
98.65%,  97.37%,  97.34%,  97.97%,  95.99%,  93.95%
respectively.

SVM classifier with nonlinear kernel outperformed KNN
and  DT  classifiers.  DT  classifier  exhibited  reduced  metric
scores  compared  to  other  classifiers  for  FS1  and  FS2.  FS2
contained fused features from the earlier and deep layers of the
Resnet18  network,  thereby  improving  the  classification
performance.  Minimum  Classification  error  (MCE)  plot  and
confusion  matrix  for  the  brain  tumour  detection  task  are
presented  in  (Figs.  7  and  8),  respectively.

Figs. (9 and 10) show the MCE plot and confusion matrix
for the classification task. MCE plot gives the best point and
minimum  error  hyperparameters  for  building  an  efficient
classifier.

A comparative study of  the proposed work with existing
works  in  the  literature  on  3  class  and  2  class  brain  tumour
dataset  is  presented  in  Table  7.  The  use  of  Resnet18  deep

features  classified  by  the  optimised  SVM  classifier  has
outperformed the state-of-the-art results in the literature with
increased  accuracy  and  other  relevant  performance  metrics.
The dataset chosen for the proposed 3 class classification uses
equal number of images in 3 classes to avoid class imbalance
problem. Datasets in other literature use imbalanced datasets.

Fig.  (8).  Confusion  Matrix  of  Optimizable  SVM  for  brain  tumour
detection.

A  paired  sample  t-test  compares  FS2  feature  vectors  for
brain  tumour  detection  and  classification  before  and  after
hyperparameter tuning. A p-value of 0.000085267 for detection
and  0.0023  for  classification  indicates  that  FS2  statistically
outperforms Bayesian optimisation. As a result, it is concluded
that the fusion of feature vectors from different layers of the
Resnet18 architecture and classification by a hyperparameter-
tuned classifier improved the system performance.

Fig. (9). MCE plot of Optimizable SVM for brain tumour classification.
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Fig. (10). Confusion Matrix of Optimizable SVM for brain tumour classification.

CONCLUSION

Manual analysis of brain tumours from MRI scan images
requires a high level of radiologist expertise. A brain tumour
detection  and  classification  system  using  DL  and  ML  is
experimented  in  the  proposed  work  to  automate  diagnosis.
Feature  extraction  involves  deep  features  extracted  from  the
global pooling layer (FS1) and fusion of the deep and shallow
layers  (FS2)  of  Resnet  18  pretrained  network.  Further,  to
improve the performance, hyperparameter tuning of classifier
parameters  using  Bayesian  algorithm  is  performed.  A
maximum accuracy  of  99.11% for  detection  and  97.31% for
classification is achieved for FS2 classified by BA optimised
SVM classifier. The proposed work is compared with existing
works in the literature to claim improvement. Henceforth, the
proposed work can be used as a tool to aid the radiologist in
automating brain tumour detection and classification.

Techniques  such  as  feature  optimisation  using
metaheuristics  and  swarm-based  techniques,  feature
transformation,  and  feature  selection  can  be  explored  in  the
future  to  further  improve  the  accuracy.  A custom CNN with
hyperparameters  tuned  using  swarm-based  optimisation  can
also be experimented to investigate the system performance.
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