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Abstract:

Purpose:

The objective of this study was to evaluate the robustness of proton density fat fraction (PDFF) data determined by magnetic resonance imaging
(MRI) and spectroscopy (MRS) via spatially resolved error estimation.

Materials and Methods:

Using standard T2* relaxation time measurement protocols, in-vivo and ex-vivo MRI data with water and fat nominally in phase or out of phase
relative to each other were acquired on a 7 T small animal scanner. Based on a total of 24 different echo times, PDFF maps were calculated in a
magnitude-based  approach.  After  identification  of  the  decisive  error-prone  variables,  pixel-wise  error  estimation  was  performed  by  simple
propagation of uncertainty. The method was then used to evaluate PDFF data acquired for an explanted mouse liver and an in vivo mouse liver
measurement.

Results:

The determined error maps helped excluding measurement errors as cause of unexpected local PDFF variations in the explanted liver. For in vivo
measurements, severe error maps gave rise to doubts in the acquired PDFF maps and triggered an in-depth analysis of possible causes, yielding
abdominal movement or bladder filling as in vivo occurring reasons for the increased errors.

Conclusion:

The combination of pixel-wise acquisition of PDFF data and the corresponding error maps allows for a more specific, spatially resolved evaluation
of the PDFF value reliability.
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1. INTRODUCTION

Unbalanced nutrition is a key factor in the development of
a  poor  state  of  health  [1  -  3].  Especially  high  uptake  of
saturated fat may lead to severe consequences like a partial or
complete occlusion of coronary vessels [4, 5] or the develop-
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ment  of  a  non-alcoholic  fatty  liver  disease  (NAFLD)  [6].  In
this context, quantification of the organ-specific fat content is
of  extreme  importance  for  an  understanding,  rating,  and
treatment monitoring of steatosis-related diseases like NAFLD
[7, 8]. Based on a separation of water and fat signals by careful
selection of echo times, MRI imaging provides non-invasive in
vivo access to the local fat content. By now, these MRI-based
measurements have evolved to a sophisticated method for the
determination  of  the  proton  density  fat  fraction  (PDFF),  a
quantitative measure for tissue triglyceride content of, e.g., the
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liver [8 - 11].

Since  the  complexity  of  the  method  and  the  data  post-
processing includes many potential sources of error, multiple
investigations  have  been  performed  addressing  the
reproducibility and accuracy of PDFF measurements [12 - 14].
Especially  confounding  factors  like  the  complex  multipeak
spectral  composition  of  fat  [15],  T1  dependency  [16],  T2*
decay [17], phase errors [18] and signal-to-noise ratio (SNR)
dependence  [19,  20]  need  to  be  considered.  In  particular,  at
higher field strengths (> 3 T), this is of great importance since
the accuracy of PDFF may be degraded due to an enhancing
effect  of  the  elevated  B0  field  on,  for  instance,  phase  errors
[21]. To deal with these problems, an appropriate experimental
design  and  careful  handling  of  the  measurement  parameter
space  is  the  common  practice  described  in  the  literature.
Although this approach has proven to provide reproducible and
reliable  data  in  general,  it  bears  the flaw that  it  relies  on the
assumption  that  PDFF  maps  are  stripped  of  all  major
confounding factors. However, local variations of the SNR or
the  T2*  relaxation  time  due  to  abrupt  tissue  composition
changes or foreign objects may lead to locally incorrect PDFF
values without notice. In that respect, a pixel-wise measure for
the  reliability  of  the  computed  PDFF  would  be  extremely
advantageous.  In  this  study,  we  thus  have  set  out  to
demonstrate that the computation of a simple error map, based
on  uncertainty  propagation  of  PDFF  fitting  errors,  helps
evaluate the robustness of the determined fat fraction for every
post-processed pixel.

2. MATERIALS AND METHODS

2.1. MR Acquisition

All  data  were  acquired  on  a  7  T  Bruker  BioSpec  70/30
system (Bruker, Ettlingen, Germany). The setup was equipped
with the B-GA12S gradient inset (max. amplitude: 440 mT/m,
max.  slew  rate:  3440  T/m/s)  and  a  combination  of  a  1H
transmit volume resonator (inner diameter: 86mm, T12053V3,
Bruker, Ettlingen, Germany) and a 1H receive-only surface coil
(2x2 Array, T11483V3, Bruker, Ettlingen, Germany). Using a
standard  RARE  (Rapid  Acquisition  with  Relaxation
Enhancement)  sequence,  T2-weighted  images  in  coronal
direction were acquired for anatomical reference. The ex vivo
data acquisition was performed with the following parameter
set:  TE/TR:  41  ms/2162  ms,  FOV:  70  mm x  29  mm,  matrix
size: 460x192, slice thickness:  0.7 mm, rare factor:  8.  For in
vivo measurements parameters were: TE/TR: 41 ms/3000 ms,
FOV: 70 mm x 26 mm, matrix size: 463 x 176, slice thickness:
1 mm, RARE factor: 8. Subsequently, B0-maps were taken to
allow for compensation of field-inhomogeneities by shimming
up to the second order. As a source for images with different
phase  relations  between  water  and  fat,  generated  raw  data
(intensity maps) of a standard vendor-provided T2* relaxation
time measurement (6 different echo times) protocol were used.
By increasing the bandwidth to 750 kHz, echo times down to
1.47 ms (fat and water out of phase) were realized. For echo
spacing  between  the  6  subsequent  echos  of  a  single  T2*
measurement protocol, times of just below 1 ms were reached.
Since  the  resonance  frequency  difference  between  the
hydrogen protons  of  water  and fat  at  7  T is  approximately  1

kHz, TE differences of 1 ms are not enough to sample the in
and out-of-phase transition (Nyquist's sampling theorem [22]).
To  achieve  shorter  echo  time  (TE)  intervals,  four  relaxation
time measurement sequences with starting echoes at 1.47 ms,
1.67  ms,  1.96  ms  and  2.16  ms  were  sequentially  run  and
combined  in  post-processing.  Due  to  this  slight  variation  of
starting  echo  times,  the  combination  of  all  four  T2*
measurement  raw  data  results  in  24  echo  times,  with  an
effective  echo  separation  of  approximately  200  µs.  By  this
approach, we are able to effectively bypass gradient switching
limitations. The remaining parameters for the relaxation time
measurements  were:  TR:  182  ms,  resolution:  (350  x  350  x
1000)  µm3,  flip  angle:  10°  for  in  vivo  and  TR:  146  ms,
resolution: (400 x 400 x 900) µm3, flip angle: 10° for ex vivo
measurements.  Note  that  flip  angle  and  repetition  time  were
adjusted to reduce T1 bias but still achieve a reasonable signal-
to-noise  ratio.  Spectroscopic  data  for  evaluation  of  fat
composition  were  measured  in  vivo  in  the  liver  using  the
stimulated  echo  acquisition  method  (STEAM)  in  an
approximately (2.5 x 2.5 x 2.5) mm3 large voxel positioned in
the area of the right lateral lobe with the following sequence
parameters: TE/TR: 3/2500 ms, averages: 128. For suppression
of  the  water  signal,  the  variable  pulse  power  and  optimized
relaxation delays (VAPOR) [23] scheme was used.

2.2. Post-processing

To characterize  the  composition  of  the  1H MRS-derived
fat spectrum of the liver, the 7 dominant peaks of the spectrum
(in vivo) were fitted by simple Gauss pulses as shown in Fig.
(1).  From  the  fit  results,  peak  positions  and  areas  under  the
curve of the 6 dominant fat peaks were obtained (red arrows in
Fig. 1). The blue arrow indicates a remnant of the incompletely
suppressed water peak.

For the computation of PDFF maps, MRI magnitude data
were processed using a homemade script within the Igor Pro
software  package  (V.  6.37,  WaveMetrics  Inc,  Lake  Oswego,
Oregon,  USA).  The  routine  included  a  correction  for  the
spectral  complexity  of  the  MRS  fat  spectrum  and  the  T2*
decay of both water (T2*w) and fat (T2*f). To obtain robust
starting  values  for  the  pixel-wise  fits,  data  were  fitted  in
advance by a  simple exponential  decay (y=A*exp(-x/TAU)).
The obtained decay constant TAU was then used as a starting
value for T2*w and T2*f, and the value of the prefactor A was
used  as  an  estimation  for  the  signal  contribution  from water
hydrogen protons Mw. Subtraction of the exponential fit from
the raw data yielded an estimation for the periodic echo time-
dependent (in and out-of-phase, period length approximately 1
ms) signal modulation (see also Fig. 2a). To guide the eye, data
points were connected with straight lines in Fig. (2a). To get an
average measure for this modulation and thus an estimation for
the  fat  fraction,  the  mean  peak-to-peak  amplitude  of  the
exponentially  corrected  data  was  computed  and  used  as  a
starting  value  for  the  signal  contribution  from  fat  hydrogen
protons  Mf  in  the  nonlinear  fitting  routine.  Note  that  this
estimation  for  the  fat  signal  portion  works  best  if  the  mean
noise  amplitude  is  smaller  than  the  in-  and  out-of-phase
modulation  amplitude.  Finally,  the  magnitude  data  Sn  were
fitted according to the signal model established by Zhong et al.
[24].
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Fig. (1). In vivo MR liver-spectrum of a mouse suffering from NAFLD. The 7 dominant peaks were fitted by Gauss pulses (solid colored lines) to
obtain peak positions and their corresponding areas. The corresponding fit is drawn in dashed red. Red arrows indicate the 6 dominant fat peaks. The
blue arrow indicates a remnant of the incompletely suppressed water peak.

Fig. (2). Exemplary in vivo single pixel intensity data for different echo times. (a) Difference of signal intensity and exponential fit for estimation of
starting values of nonlinear fit (straight lines are a guide to the eye; see text for details). (b) Good agreement between raw data (circles) and nonlinear
fit (red solid) is evident.
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(1)

The  index  “n”  denotes  the  nth  echo  time,  and  Cn  is  a
complex,  echo  time-dependent  coefficient  representing  a
weighting factor for the individual MRS fat peaks (see [24] for
details]. Constraining the parameter space to 0 ms-1 < 1/T2*w
<  0.4  ms-1;  0  ms-1  <  1/T2*f  <  0.4  ms-1;  Mw,  Mf  >  0,
biologically unlikely solutions can be avoided [24]. Using this
scheme,  good  agreement  between  fit  and  raw  data  was
achieved as shown in Fig. (2b). Once Mf and Mw are known,
the  fat  fraction  can  easily  be  calculated  according  to
PDFF=Mf/(Mw+Mf) for every pixel [25]. As an estimate for
the  robustness  of  the  fit  and  thus  the  PDFF,  the  error  of  the
PDFF (ΔPDFF) was computed according to simple quadratic
propagation of error:

(2)

The ΔMw and ΔMf are the errors of Mw and Mf according
to  the  nonlinear  fit.  In  detail,  ΔMw  and  ΔMf  represent  the
estimated standard deviations of the fitting coefficients Mf and
Mw in Eq. (1), which are derived automatically by the Igor Pro
software  package  when  the  measured  echo  time-dependent
intensity data are fitted according to Eq. (1). Note that this is a
very simple estimation for the error of the PDFF, since errors
of  T2*w,  T2*f  or  errors  of  the  determination  of  the  spectral
composition of  fat  (leading to  an  error  of  Cn)  are  neglected.
However, this approach is viable since it has been pointed out
previously [24] that the influence of T2*w- and T2*f-errors on
ΔPDFF  is  comparatively  low.  Additionally,  since  results  for
the PDFF are not severely influenced by the amount of peaks
used to model the MR spectrum [26], it is safe to neglect the
error of the MRS fitting as well. For pixel-wise evaluation and
comparison to the computed PDFF values, the corresponding
error  values  were  stored  in  separate  2D  error  maps  for  each
slice.

2.3. Ex Vivo Liver PDFF

To  induce  progressive  NAFLD,  male  C57BL/6  mice
(Charles  River,  Sulzfeld,  Germany)  were  treated  by  a  single
intraperitoneal injection of 200 µg streptozotocin (STZ; Sigma-
Aldrich, St. Louis, Missouri, USA) in 10 µl of 0.1 M trisodium
citrate  (pH  4.5)  (Merck,  Darmstadt,  Germany)  at  day  two
postnatal.  Starting  at  day  28  of  age,  the  mice  were  fed  a
continuous high-fat diet (HFD; fat content: 60 kJ%; D12492(II)
modified experimental diet; Ssniff, Soest, Germany) [27]. The
mice  were  kept  on  water  and  HFD  ad  libitum  at  a  12-hour
light/dark cycle. Please note that the main focus of this study is
not the streptozotocin induces NAFLD but to present an error
map-based  approach  for  data  quality  assessment.  The  liver
disease  associated  with  the  animal  model  was  used  to
exemplify the advantages of the error maps on a few animals.

Robustness to noise and precision of the error map approach
was  addresses  in  an  digital  phantom  study  for  several  fat
contents (see appendix). For ex vivo measurements, one liver
explant from a 14-week-old obese mouse that had developed
steatosis  was  used.  Directly  after  the  explanation,  the  left
lateral liver lobe was removed, stored in 0.9% NaCl solution
and measured within the next two hours.

2.4. In Vivo Liver Fat Quantification

For  in  vivo  measurements,  one  20-week-old  STZ/HFD-
treated  mouse  (steatotic/fibrotic  liver  with  tumors)  was
anesthetized by a mixture of isoflurane and oxygen. During the
measurements, the isoflurane proportion was adjusted to keep
the respiration rate near 35 breaths per minute. For all in vivo
measurements,  respiratory  gating  was  applied.  Body
temperature  was  kept  constant  at  37°C  by  positioning  the
mouse  on  a  warm  water-flushed  silicon  pad.

3. RESULTS

3.1. In Vivo Liver Fat Quantification

The fat content of two fat-water emulsion phantoms (milk
products  obtained  from the  local  grocery  store,  indicated  fat
content: 10% for “cooking cream”, HanSano, Upahl, Germany
and 30% for “Crème fraîche”, Dr. Oetker, Bielefeld, Germany)
was determined from MR spectra by computing ratios of the
summed  area  of  dominant  fat  peaks  vs.  summed  area  of  all
fitted peaks (see also [28]) yielding a fat content of 13.0% and
28.0%  for  cooking  cream  and  Crème  fraîche  phantom,
respectively.  Subsequently,  mean  PDFF  values  for  both
phantoms were computed to 9.4% (cooking cream) and 27.0%
(Crème fraîche). Hence, good agreement between declared fat
content  and  PDFF  calculation,  as  well  as  MRS  and  PDFF
results, is evident.

3.2. Ex Vivo Data Quality

A PDFF map through the middle of the liver lobe explant
is shown in Fig. (3a). Within the lobe, a relatively homogenous
distribution  of  the  PDFF  with  an  average  value  of  29% was
found. Due to the lack of fat in the area outside the liver lobe,
the fitting routine did not deliver reasonable data, resulting in
arbitrary  PDFF  values.  Closer  examination  reveals  several
sharply outlined, stripe-like reductions of the PDFF to values
near 10% in the area marked with a green circle. Additionally,
an  increase  of  the  PDFF  to  values  >  30%  in  areas  between
some of the stripe-like reductions was observed.

In Fig. (3b), the corresponding error map is shown. Note
the depicted relative error refers to the ratio between computed
ΔPDFF  (Eq.  (2))  and  computed  PDFF  (=Mf/(Mw+Mf)).
Similar  to  the  PDFF  map,  the  error  distribution  was  mostly
homogenous,  with  an  average  value  of  approximately  19%.
Again,  a  green  circle  marks  the  area  where,  in  the
corresponding PDFF map, pronounced variations are evident.
However, in the relative error map, only minor deviations from
the  mean  error  were  found.  A  comparison  with  the  T2w
anatomy  data  (Fig.  3c)  revealed  several  vessel-like  features
over the whole, otherwise homogeneously appearing, liver. In
the  area  marked  with  the  green  circle,  these  features  were
particularly obvious. Note that in Fig. (3b), values exceeding
the color scale range are given in blue.
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Fig. (3). PDFF, relative error and anatomy images of a liver explant (a): False-color representation of the PDFF of a slice through the middle of a
liver lobe explant. An area of abrupt changes from the otherwise homogenous PDFF is marked by a green circle. (b): Corresponding relative error
map of a). Values exceeding the color-scale range are drawn in blue. (c): Corresponding T2w anatomy.

Fig. (4). In vivo mouse measurements. The liver is outlined in red. Blue arrows point to spots of increased intensity in T2w- and PDFF-images. (a):
T2w coronal slice of a 20-week-old STZ/HFD-treated mouse. (b): PDFF map in false-colors. (c): Corresponding relative error map.

3.3. In Vivo Liver Fat Results

In  vivo  measurements  are  summarized in  Fig.  (4).  In  the
T2w image (Fig. 4a), a coronal slice through the mouse’s trunk
is shown. Below the lungs and above the bladder, the liver is
marked in red. The organ did not appear homogeneous; bright
spots of different sizes were found at various locations. Some
were marked with blue arrows. In Fig. (4b), the corresponding
PDFF  map  is  depicted.  The  same  custom-made  continuous
color scale as in Fig. (3a) was used to resemble three different
fat content classes. Within the liver, large areas of medium fat
content  (between  10%  and  25%  -  yellow  in  Fig.  4b)  were

dominating.  In  between,  small  contiguous  areas  of  low-fat
content  (<10%  -  gray  in  Fig.  4b)  were  observed.

Additionally, small hot spots of high-fat content (>25% -
red in Fig. 4b) could be identified at various locations in the
organ.  Some bright  spots  found in  the  T2w image were  also
identified as  areas  of  increased fat  content  in  the  PDFF map
(blue arrows). The simultaneously computed relative error map
of the PDFF data is shown in Fig. (4c). In the upper part of the
liver  areas,  errors  between  30%  and  50%  were  found,  but
especially  in  the  lower  part,  the  relative  errors  were  mainly
above 50%.
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Fig. (5). MR-signal intensity maps for two different echo times. a) TE = 6.36 ms and b) TE = 7.05 ms. Bladder and diaphragm are indicated by solid
and dashed red lines, respectively. The inset shows a magnification of the area marked with a yellow box. The red arrow points at a characteristic
low-intensity pixel that is shifted upwards in b) with respect to a).

Triggered  by  unexpectedly  large  errors  in  Fig.  (4c),  the
underlying raw data (intensity maps for different echo times)
were analyzed as well.  In Fig. (5a),  the intensity for an echo
time  of  6.36  ms,  taken  from  the  1st  of  the  four  T2*
measurement  sequences  (see  section  MR  Acquisition),  is
shown, whereas Fig. (5b) represents intensity data for an echo
time  of  7.05  ms.  But  this  time  taken  from  the  4th  T2*
measurement sequence. Since Fig. (5) represents the same slice
position depicted in Fig. (4), the same anatomical features like
the lung, diaphragm (indicated by dotted lines) or the bladder
(indicated by solid lines) can be identified above and below the
liver.  Additionally,  an  area  containing  a  single  low-intensity
pixel,  surrounded  by  otherwise  high-intensity  pixels,  was
identified  in  Fig.  (5a  and  b)  and  was  marked  with  a  yellow
box. The image area inside the box is magnified and drawn in
false colors as insets in Fig. (5a and b). It is important to note
that the yellow box in both images (a) and (b) has exactly the
same  dimensions  and  is  situated  at  the  same  absolute
coordinates.

The diaphragm in Fig. (5a  and b) was found at the same
position as can be seen by the nearly perfect overlap of the red
dotted line (diaphragm position at 6.36 ms) and yellow dotted
line  (diaphragm  position  at  7.05  ms)  as  shown  in  Fig.  (5b).
However, as depicted in Fig. (5b) the bladder at 6.36 ms (red
solid) appeared much smaller than at 7.05 ms (yellow solid).
Additionally,  the  characteristic  low-intensity  pixel  was
observed to be shifted upwards (i.e., in positive y-direction) in
Fig.  (5b),  when  compared  to  Fig.  (5a)  by  approximately  0.6
mm.

4. DISCUSSION

In  this  study,  we  established  a  method  to  measure  the
PDFF with a Bruker 7 T small animal MRI. For that purpose,
echo spacing limitations of current generation gradient systems
had to be overcome by an interleaved measurement approach,
which combines 4 T2* measurement sequences with different
starting echo times. As for the data post-processing, a simple
but robust approach for the determination of starting values for
the  fitting  routine,  including  T2*w,  T2*f,  Mf,  and  Mw,  was
established  via  exponential  fitting  and  determination  of  the
mean  peak-peak  amplitude  of  the  intensity  data  after
exponential  subtraction.

MRI-based  fat  fraction  determination  has  strong
advantages over biopsy, the current gold standard for NAFLD
diagnosis  [29].  Besides  being  non-invasive,  MRI  PDFF
measurements allow for an analysis of the whole organ, thus
effectively eliminating sampling errors [30]. In addition, MRI
fat  fraction  measurement  may  reduce  costs  and  morbidity
compared with biopsy [25]. However, due to its indirect nature,
confounding  factors  and  site-specific  differences  in  MRI
hardware, the method is still being put to the test with respect
to accuracy and reproducibility in several studies [31 - 35]. We
opted  to  address  this  issue  from  a  different  perspective:  Via
comparison to a simultaneously computed error map, the PDFF
data  quality  can  be  assessed  directly  and,  if  necessary,  for
individual pixels.

In contrast to previous studies, where correlations between
more  general  aspects  like  study  conception  (for  instance,
magnitude vs. complex or hybrid computation of PDFF [20]) or
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global parameter influence (e.g.,  T1 dependence [16]) on the
PDFF  accuracy  were  investigated,  the  error  map  approach
presented here aims at providing a spatially resolved measure
for quality assessment of PDFF data on a pixel by pixel basis.
Thus, the suggested relative error map resembles an additional
quality control factor that allows for the definition of, e.g., an
error  threshold  value  above  which  PDFF  data  may  be
discarded.

Ex vivo measurements yield a mean value of 29% (PDFF)
for the whole liver slice. As can be seen in Fig. (3a), the PDFF
map  of  the  organ  appears  largely  homogenous.  However,
sudden changes in the marked region in Fig. (3a) are in clear
contrast to the otherwise smooth appearance of the PDFF map.
A  comparison  with  the  anatomic  data  (Fig.  3a)  strongly
suggests that the stripe-like features in the PDFF map, in fact,
resemble blood vessels. The hyperintense appearance of some
vessels in Fig. (3c) is attributed to a partial filling of the same
with the surrounding saline (NaCl) solution. However, such a
direct  comparison  to  anatomic  data  with  a  clear  contrast
between individual tissue components (here: vessel structures
and liver tissue) might not always be possible. Without further
investigation, it might not always be clear if unexpected PDFF
changes  resemble  an  anatomic  (e.g.,  different  tissue
components) or a PDFF (e.g., homogeneous tissue with local
fat content variation) related feature. Furthermore, ruling out
the  former  by  comparison  with  anatomical  measurements
would still leave the question open whether the sudden PDFF
changes are real or are an indication of faulty post-processing.
Thus, in any case, a localized assessment of the PDFF data is
required.

For the explanted liver, the evaluation of the relative error
map (Fig. 3b) yields only slight increases in the relative error at
positions of the sharply outlined PDFF value reductions within
the green circle. In fact, such an increase of the relative error is
expected for areas of reduced fat content due to the worse SNR
of  the  measured  intensity  data  and  is  in  agreement  with
previous investigations of the noise dependency of the PDFF
[16].  Thus,  consistency  with  anatomic  data  and  unobtrusive
relative error map suggests that all features within the circle in
Fig. (3a) represent real changes in the fat fraction.

The ability to reliably distinguish fine structures of reduced
PDFF adjacent to areas of elevated PDFF may also be relevant
for  MR-based  investigations  of  arteriosclerosis  or  similar
diseases exhibiting a comparable combination of low-fat (free
blood vessel) and adjacent high-fat content (fat deposits) [36].

When comparing in vivo T2w (Fig. 4a) and PDFF images
(Fig.  4b),  a  correlation  between  bright  spots  in  the  anatomy
(blue  arrows)  and  high-fat  content  in  the  PDFF  appears
evident. A similar local accumulation of fat in the mouse liver
has  also  been  reported  by  Mahlke  et  al.  [21]  and  is  a
characteristic feature of the late phase of NAFLD in the mouse
model used [27]. For the whole lower part of the liver, errors
are quite large, especially when compared to Fig. (3b). Despite
a mostly convincing PDFF map and strong correlations to the
T2w data, this puts the reliability of the in vivo fat content data
in  question.  Since  measurement  parameters  and  tissue
composition are similar for the in vivo and ex vivo data, another
reason  for  the  large  differences  between  the  errors  of  both
measurements must be present. To further analyze this issue,
MR raw data for  two different  echo times were compared in
Fig. (5). As the cause for the high error in Fig. (4c), certainly,

movement  is  definitely  a  probable  candidate.  However,
breathing-related  movement  can  be  ruled  out  due  to  the
constant  diaphragm  position,  which  was  checked  for  all  24
intensity images in the same way as described above for Figs.
(5a  and  5b).  The  surprising  enlargement  of  the  bladder
illustrated in Fig. (5b) hints towards another possibility: since
the  measurements  at  6.36  ms  and  7.05  ms  were  part  of  two
different T2* sequences, there is a time interval between both
of several minutes. Obviously, this interval is long enough to
induce  either  a  significant  filling  of  the  bladder  or  an
abdominal  movement  that  causes  a  bladder  displacement,
leading to an apparent bladder enlargement. However, in either
case,  a  compression or movement in the abdomen, including
the liver, appears to be the consequence. This becomes evident
when comparing the area inside the yellow box in Fig. (5a and
b): The low-intensity pixel (colored yellow in the inset) serves
as an indicator for the compression/movement caused by the
bladder filling/displacement. Between the position of the low-
intensity pixel in the insets of Fig. (5a and b), a shift vector in
the  y-direction  of  approximately  2  pixels  is  found,  which
serves  as  an  estimate  for  the  overall  abdominal  movement.
Since the PDFF calculation is based on an analysis of intensity
modulation of the same pixel for different echo times, a shift of
that  very  pixel  during  the  measurement  may  have  severe
consequences  for  the  quality  of  the  nonlinear  fit.  This  is
especially true for abrupt junctions between high and low-fat
areas.  Although  the  fitting  routine  in  such  a  case  might  still
converge,  errors  are  larger  than  without  movement.  In  that
respect, high errors found in Fig. (4c) are attributed to a partial
movement-related corruption of the raw data. A possible route
to  avoid  these  problems  would  be  to  either  speed  up  the
measurement, which comes at the cost of data quality (due to
e.g.  reduced resolution or reduced number of averages) or to
prevent bladder filling or abdominal movement in general by
for instance fasting prior to the measurement.

A limitation of this study is the limited amount of in and
ex-vivo data available for statistical evaluation of the benefits
of the error map approach. This would require a larger cohort
of samples/mice/phantoms, which was beyond the scope of this
work.  Another  point  is  that  the  dynamic  range  of  the  PDFF
data obtained here is limited to values below 50% due to the
chosen  magnitude  approach  [25].  However,  the  magnitude
fitting technique is considered to be more robust in comparison
to complex fitting since the phase information is rejected [21].
In addition, a direct comparison of PDFF values to triglyceride
content  or  histopathology  was  not  performed,  but  a  good
correlation between the latter two and the PDFF values at 7 T
in  mice  in  a  magnitude  approach  has  been  shown  elsewhere
[21].  Finally,  the  computed  relative  errors  might  be
overestimated  since,  so  far,  the  worsening  of  the  SNR  upon
echo  time  increase  (due  to  the  T2*  decay  of  the  signal
amplitude)  is  not  considered.  Thus,  especially  for  the
combination of low-fat content and elevated noise levels in the
raw  data,  differences  in  signal  amplitudes  for  in  and  out-of-
phase  data  might  drop  to  levels  comparable  to  the  SNR  for
elevated  echo  times.  This  effect  might  be  accounted  for  by
adding a corresponding weighting in the fitting routine.

CONCLUSION

In summary, we have presented a possible route for quality
assessment  of  PDFF  data  based  on  comparison  with
simultaneously  determined  error  maps.  The  benefits  of  the
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suggested pixel-wise error analysis have been demonstrated to
show their potential relevance for data quality investigations in
ex  vivo  measurements  and  for  error  diagnostics  for  in  vivo
measurements.
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MRI = Magnetic Resonance Imaging

MRS = Magnetic Resonance Spectroscopy
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PDFF = Proton Density Fat Fraction
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APPENDIX – DIGITAL PHANTOM

To generate a digital phantom, a 2D map containing areas of
different percentages of fat in water was defined (see Fig. A1).
Using this map, Eq. (1) allows for a computation of the signal
intensity for different echo times.  The necessary data for the
determination of Cn were taken from the spectrum presented in
Fig. (1). For T2*f and T2*w, typical values as derived from the
nonlinear fitting routine for liver tissue were used: T2*w = 5
ms  T2*f  =  8  ms.  To  investigate  robustness  of  the  nonlinear
fitting  routine  and  usability  of  the  error  maps,  noise  with  a
defined standard deviation of its amplitude was generated and
added to the computed raw data. To investigate the influence of
noise on the output of the nonlinear fitting routine and the error
map, different levels of noise with Gaussian distribution were
added to simulated raw data (digital phantom). In Fig. (A1a), a
2D map with rectangular areas of different water/fat ratios is
shown. In the background of the rectangles, fat/water ratio was
varied from left to right nonlinearly from 50% to 5%. Adding
noise with a standard deviation of its amplitude corresponding
to  0.5%  (1.5%)  of  the  signal  intensity  of  a  “water  only”
phantom (in the initial state, i.e., at TE = 0) to the raw data and
subsequent nonlinear fitting results in PDFF and corresponding
relative error (=ΔPDFF/PDFF) map shown in Fig. (A1b and c)
(respectively  Fig.  A1d  and  e).  Comparing  Fig.  (A1a  and  b),
only for the leftmost rectangle, a slight difference between real
fat content and computed PDFF is found (3.0% vs. 3.2%).

Fig. A1 contd.....
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Fig.  (A1).  Digital  phantom  analysis.  a):  Digital  fat/water  phantom  with  rectangular  areas  of  different  fat  percentages  as  indicated  in  green.
Corresponding PDFF maps for 0.5% noise (b) and 1.5% noise (d). Simultaneously computed error maps for 0.5% and 1.5% noise are shown in c) and
e), respectively, with mean errors of individual rectangles drawn in green. Red pixels in c) and e) represent errors exceeding the color scale range in
the corresponding picture. MR-signal intensity maps for two different echo times.

In  Fig.  (A1c),  the  error  map  corresponding  to  Fig.  (A1b)  is
shown. High relative errors are colored bright, and low relative
errors are dark.  For the highest  fat  content of 45% a relative
error  of  1.5%  is  evident,  whereas  the  relative  error  for  the
lowest  fat  content  (3.2%)  is  found  to  be  higher  with  34%.
When the noise level is increased to 1.5%, deviations between
computed PDFF and phantom become larger, especially for the
lower fat contents of 3.0% and 7.5%; the routine yields higher
values of 4.0% and 8.1% PDFF, respectively. Comparing Fig.
(A1d and e), a similar error correlation between fat content and
relative  error  is  found  for  the  case  of  0.5%  noise:  inversely
proportional to the fat content, relative errors increase in a non-
linear  way.  A  comparison  between  Fig.  (A1c  and  e)  with
respect to the mean errors for the same fat fraction reveals an
increase of the relative error by a factor of approx. 3, when the
noise is increased from 0.5% to 1.5%. This result is expected,
and it indicates that via the error map, a consistent estimation
of the noise-related error can be achieved. Taking into account
that in the raw data, a lower fat fraction is represented by the
reduced  amplitude  of  the  sine-like  modulation  of  the  signal
intensity with the echo time (see also Fig. 2b), the increase of
the relative error with decreasing fat fraction (see Fig. A1c and
e) can directly be understood as a consequence of a reduction

of the (effective) signal (i.e. the modulation amplitude) to noise
ratio.  The  inverse  proportionality  of  error  and  fat  fraction
demonstrated here is in agreement with previous investigations
of noise dependency of the PDFF [16]. Due to generally higher
SNR in Fig. (A1b) compared to Fig. (A1d), the effect is more
pronounced for the case of 1.5% added noise.
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